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Recurrent Neural Network models have elucidated the interplay between structure and dynam-
ics in biological neural networks, particularly the emergence of irregular and rhythmic activities
in cortex. However, most studies have focused on networks with random or simple connectivity
structures. Experimental observations find that high-order cortical connectivity patterns affect the
temporal patterns of network activity, but a theory that relates such complex structure to network
dynamics has yet to be developed. Here, we show that third- and higher-order cyclic correlations
in synaptic connectivities greatly impact neuronal dynamics. Specifically, strong cyclic correlations
in a network suppress chaotic dynamics, and promote oscillatory or fixed activity. The change in
dynamics is related to the form of the unstable eigenvalues of the random connectivity matrix. A
phase transition from chaotic to fixed or oscillatory activity coincides with the development of a
cusp at the leading edge of the eigenvalue support. We also relate the dimensions of activity to the
network structure.

A central goal of theoretical neuroscience is to re-
late the structure, dynamics, and function of biological
neural networks [1–8]. Model networks with random,
Erdős–Rényi connectivity have been studied extensively,
and exhibit a range of explainable dynamical behaviors,
from fixed points and periodic orbits to highly chaotic
states [1]. However, biological neuronal networks have
highly structured connectivity [9–16]. While much effort
has been devoted to understanding how such structure
impacts neural dynamics and function, most work has
focused on the impact of pairwise correlations, or struc-
tures encompassing the entire network [13, 17–21].

Mounting evidence suggests that cortical architec-
ture is characterized by high-order correlations between
synaptic connections [9, 11, 15, 16, 22–24]. Motifs com-
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posed of three or more neurons are over-represented,
and shape neural activity [24–31], yet the impact of
such structure on neural dynamics and function remains
poorly understood. While progress has been hindered
by limits on our understanding of networks with higher
order correlations in connectivity, advances in random
matrix theory [32–36], and statistical physics [19, 37, 38]
are paving the way for new insights.

Here, using numerical simulations we show that third-
and higher-order cyclic correlations in synaptic connec-
tivities have a strong impact on neuronal dynamics.
We then characterize the connectivity structure through
eigenvalue spectra and relate it to the network dynam-
ics, showing how the emergence of irregular activity is
strongly affected by high-order correlations in connectiv-
ity. We find that strong, positive high-order correlations
tend to stabilize neuronal dynamics and reduce the di-
mensionality of activity. In contrast, strong, negative
high-order correlations lead to high-frequency rhythmic
behavior. Our results suggest that networks with such
connectivity structure do not display chaotic behavior,
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FIG. 1: Behavior of networks with third-order cyclic correlations: (a) Distributions of complex connectivity matrix
eigenvalues λ at different correlation strengths ρ for effective gain geff = 1.25. The red lines correspond to Re λ = 1;
eigenvalues to the right of the red line are unstable. (b) Activities of five typical neurons at each value of ρ. (c)
Heat map showing probabilities of observing chaotic, oscillatory, or fixed point activity (red, green, and blue,
correspondingly) as a function of geff and ρ. Dashed lines correspond to ρ = ±0.5. (d) Averaged normalized
attractor dimension (participation ratio) at constant values of geff as a function of ρ.

unlike unstructured [1] and partially symmetric networks
[21].

We consider a rate model of neuronal activity in a net-
work of N neurons [1, 19, 20, 39],

ẋi(t) = −xi(t) +

N∑
j=1

wijϕ(xj(t)), i = 1, . . . , N, (1)

where xi is the membrane potential of neuron i, ϕ(xj) =
tanh(xj) is the activation function of neuron j, and wij

is the weight of the synaptic connection from neuron j to
neuron i. Weights satisfy ⟨wij⟩ = 0, ⟨w2

ij⟩ =
g2

N , and

⟨wijwjkwkl...wpi⟩︸ ︷︷ ︸
α

=
gαρ

Nα−1
(2)

where the angular brackets ⟨...⟩ denote the ensemble
average. The gain parameter g determines the cou-
pling strength, ρ controls the strength of high-order di-
rected cyclic correlations, and α denotes correlation or-
der. We used a modification of the algorithm proposed
by Aceituno, et al. [36] to generate matrices with the
desired statistics (see section IA).

The eigenvalue spectrum of random matrices with
high-order cyclic correlations obeys a Hypotrochoid
Law [32, 33, 36]: The eigenvalue density when ρ ≪
1 and N → ∞ has support inside the hypotrochoid
z(ϕ) = g(eiϕ+ρe−i(α−1)ϕ). In contrast to uncorrelated or
pairwise correlated weights, the eigenvalue density when
α ≥ 3 is not uniform within the hypotrochoid, [36, 40–
42]. At finite values of |ρ| we observe deviations from the
Hypotrochoid Law (See Fig. S2): At small values of |ρ|,
eigenvalues can be found just outside the hypotrochoid,
and at |ρ| > ρc, where ρc ≡ (α − 1)−1, hypotrochoids
have loops, which the eigenvalue density does not follow.

The Hypotrochoid Law, nevertheless, provides an ap-
proximation of the real part of the leading (rightmost)
eigenvalue, which we call the effective gain, geff. In gen-
eral, the phase of the hypotrochoid that corresponds to
the leading eigenvalue is a solution of Uα−2(cos(ϕ

∗)) =
−(ρ(α − 1))−1, where Uα(x) are the Chebyshev polyno-
mials of the second kind. For ρ ≥ ρf ≡ −(α − 1)−2, and
ϕ∗ = 0, while for ρ < ρf the solution ϕ∗ for the leading
edge of the approximate eigenvalue support has a more
complex form. Then geff is the real part of the support
at ϕ∗. For α = 3,

geff ≡
{

g(1 + ρ) ρ ≥ ρf = −0.25
−g(ρ+ 1/(8ρ)) ρ < ρf = −0.25.

(3)

When geff ≲ 1 the fixed point x = 0 is stable. This “qui-
escent” fixed point becomes unstable when the real part
of the leading eigenvalue is greater than 1, so the onset of
nontrivial dynamics occurs at geff ≈ 1. In large networks
with uncorrelated weights, high-dimensional chaotic ac-
tivity emerges as soon as the quiescent fixed point be-
comes unstable [1].

In contrast to networks with uncorrelated weights, we
find that high-order cyclic correlations (α ≥ 3) suppress
the emergence of chaotic activity near the onset of non-
trivial dynamics. Fig. 1 Shows results for networks with
α = 3 and N = 1600 neurons. Figs. 1(a)–(b) show repre-
sentative network activity near this onset. When weights
are uncorrelated, ρ = 0, chaotic activity emerges near
the onset of instability of the origin, and persists when
correlations are weak and positive, ρ ≈ 0.23. However,
solutions typically converge to a fixed point when cor-
relations are strong (ρ ≈ 0.76 in Fig. 1(b)). Similarly,
chaotic activity persists when correlations are weak and
negative, ρ ≈ −0.23, but is replaced by high frequency
oscillations when correlations are strong and negative,
ρ ≈ −0.76.
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FIG. 2: Distribution of random connectivity matrix eigenvalues when geff = 1.1 for (a) ρ ≈ 0.23, (b) ρ ≈ 0.45, and
(c) ρ ≈ 0.76. Red lines at Re λ = 1 mark limit of stability for eigenvalues. Insets show expanded views of the
distributions of the unstable eigenvalues at the tips that control the network dynamics.

Figure 1(c) shows the probability of observing chaotic,
oscillatory, or fixed point dynamics as geff and ρ are var-
ied with the intensity of the different colors representing
the empirical probability of finding each state. To obtain
these probabilities we smoothed the results from 300 sim-
ulations at each point of a parameter grid with spacings
∆geff ≈ 0.29 and ∆ρ ≈ 0.08, with each simulation using a
different network realization (See section IB for details.)
The fact that oscillations or fixed points are sometimes
found near the onset of instability of the quiescent fixed
point when |ρ| < ρc is likely a finite size effect. The range
of geff for which we find fixed points or oscillations after
this onset decreases in width as 1/

√
N for ρ = 0 [1]. We

find that this range also decreases with N for |ρ| < ρc.
(See Fig. S3(a)-S3(b).)

In recurrent neural networks, the dimensionality of at-
tractors is constrained by the network architecture [19].
A common measure of dimensionality is the participa-
tion ratio normalized by network size [19, 43, 44]. Fig.
1(d) shows that this normalized participation dimension
peaks at ρ ≈ −0.3 for different values of geff, and de-
creases considerably from this peak at larger or smaller
values of weight correlations, ρ. Thus, even when solu-
tions are chaotic, third order cyclic correlations strongly
impact network dynamics.

What causes the observed stabilization of network dy-
namics? We hypothesize that it is due to the distribution
of unstable eigenvalues, i.e. eigenvalues λ with Re λ > 1.
The shape of the support of the eigenvalue spectrum,
which is approximately given by the hypotrochoid curve,
changes with ρ. Fig. 1(a) shows examples for α = 3. In
general, the support has α “vertices”. The spectral dis-
tributions at ρ and −ρ are identical up to a rotation by

π/α. For ρ > ρf, one of the vertices is aligned with the
real axis, while for ρ < ρf, the real axis is half way be-
tween two vertices. When |ρ| < ρc, the hypotrochoid is
smooth at the vertices, but when |ρ| ≥ ρc, the hypotro-
choid has cusps. This change in the morphology results
in a phase transition in the dynamics at the onset of in-
stability of the quiescent fixed point.

Figure 2 shows how the nonuniform eigenvalue density
within the support changes as a function of ρ for α = 3
(100 realizations, N = 6400). Eigenvalues accumulate
near the tips of the vertices as |ρ| increases. For all ρ there
is an excess of real eigenvalues. For networks with pair-
wise correlations (α = 2), this excess density is known to
decay as ∼ 1/

√
N [2]. For weak correlations, the eigen-

value distribution is nearly uniform, e.g., at ρ ≈ 0.23 as
shown in Fig. 2(a). As ρ increases, the eigenvalues accu-
mulate near the tips of the vertices, e.g., at ρ ≈ 0.45 as
shown in Fig. 2(b). However, for ρ > ρc = 0.5, when the
vertices are cusps, the eigenvalue density is maximal at
a point in the middle of each cusp, away from the tips.
Here, the eigenvalue density decays slowly towards the
tips from the maxima, as can be seen for ρ ≈ 0.76 in Fig.
2(c).

The leading eigenvalues in the spectrum control the
stability of the dynamics. For ρ = 0, the spectrum is
given by the circular law [1, 45], and the leading eigen-
values are at the leading edge of the circle. In the limit
of large N , many eigenvalues become unstable simulta-
neously at the onset of instability of the quiescent fixed
point where geff ≈ 1+, leading to chaos [1]. The same
appears to be true for all |ρ| < ρc: many eigenvalues
become unstable simultaneously and chaotic dynamics
emerge with high probability. For ρ ≈ ρf, where the
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leading edge of the spectrum is flat (vertical), dynam-
ics has maximal dimensionality (See Fig. 1(d)). At this
value of ρ, the probability of observing chaos when the
origin becomes unstable is also maximal.

For ρ > ρf, the vertex at the leading edge of the sup-
port is along the real axis. As ρ increases, the vertex be-
comes increasingly pointed, the eigenvalues accumulate
around the real axis, the magnitudes of their imaginary
parts decrease, and the fluctuations in the dynamics slow.
(See insets of Figs. 2(a) and 2(b).) For ρ < ρf, the lead-
ing edge of the spectrum occurs at two symmetric vertices
on either side of the real axis. Here, as ρ decreases, the
eigenvalues accumulate near the two vertices. In both
cases, for |ρ| > ρc, when there are cusps at the tips of
the vertices, eigenvalues do not accumulate at the edge
of the support. Instead, the eigenvalue density decays to-
ward the tips of the cusps. Because of this, the number
of unstable eigenvalues increases slowly with geff after the
onset of instability of the quiescent fixed point, even in
the limit of large N . (See inset of Fig. 2(c).) This slow
increase corresponds with the high probability of observ-
ing fixed points or oscillations in the dynamics. Thus,
at ρ = ±ρc, where there is a morphological change at
the leading edge of the eigenvalue support, we conjecture
that there are critical points where phase transitions in
the dynamics at onset occur. This conclusion is consis-
tent with what is known about networks with pairwise
correlations (α = 2), where chaos occurs at onset for all
|ρ| < 1, but fixed point behavior occurs at ρ = ρc = 1
[21, 46].

Although chaotic dynamics do not occur at the onset
of instability of the origin for strong correlations where
|ρ| > ρc, it does appear when geff is large, e.g., for
|ρ| ≈ 0.75 chaos is still observed with high probability
when geff ≳ 3 in Fig. 1(c). The value of geff for which
chaos is first observed decreases as |ρ| → ρc, presumably
to ∼ 1+ in the limit of large N . However, simulations
are complicated in this region because the transient time
increases with both geff and N , and it becomes difficult
to distinguish between chaotic behavior, and fixed point
or oscillatory dynamics with long transients.

Numerical investigations of networks with α =
4, 5 and 6 confirm the existence of phase transitions in
the dynamics at onset and critical points at ρ = ±ρc con-
sistent with the above predictions. However, at values of
|ρ| ≫ ρc, deviations from the Hypotrochoid Law become
increasingly large with α. For these networks, at such
high values of |ρ|, our approximation for the gain at the
onset of nontrivial dynamics, geff, becomes inaccurate.

The network dynamics within the region where chaos
is observed are strongly influenced by high-order correla-
tions. Fig. 3 shows the average attractor dimensionality
and Lyapunov exponents λLE as a function of α, at fixed
values of |ρ| ≈ 0.18 and geff . The data are averages
over 50 realizations of networks with N = 1600. (See
Fig. S4 for the corresponding representative eigenvalue
distributions.) Both quantities behave similarly for both
positive and negative correlations. For the positive value
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positive correlations ρ ≈ ±0.18, respectively.

of ρ, both quantities decrease monotonically with α. For
the negative value of ρ, the quantities peak near α = 3.
For α ≤ 3, the correlation strength is greater than and
approaching ρf, while for α > 3, it is less than and diverg-
ing from ρf. These results are consistent with Fig. 1(d)
that shows the largest dimensionality occurs at ρ ≈ ρf,
where the leading edge of the support is flat and many
eigenvalues become unstable simultaneously at onset.
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Thus, we conjecture the phase diagram in Fig. 4 for
the dynamics at the onset of instability of the quiescent
fixed point as a function of ρ and α, where α is extended
to a real variable. Lines of critical points (solid lines)
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separate the chaotic phase (red) from the phases where
fixed points (blue) and stable oscillations (green) occur.
The dimensionality of the dynamics and the Lyapunov
exponents are maximal along a line in the midst of the
chaotic region (dashed line).

Real neural networks are known to have high-order
cyclic synaptic correlations [11, 16, 24]. We have shown
how these connectivity structures influence network dy-
namics by examining a minimal model of cortical net-
works designed to capture their essential effects. We
show that networks with strong positive correlations have
stable or weak chaotic dynamics, which are known to
enhance computational performance [47–49]. Networks
with strong negative correlations support robust oscilla-
tions, which are found across multiple brain regions (e.g.,
[50]). Further, the correlation among low-dimensional
dynamics, weak chaos, and high-order structures suggests
that low-dimensional activity regions in the brain may be
highly structured. Furthermore, these findings may also
provide insights into the macroscopic statistical proper-
ties of other disordered correlated systems, such as spin
glasses [51–53], ecological networks [54, 55], and social
networks [56].

Our work establishes a basis for exploring the com-
putational benefits of high-order connectivity structures.
Prior studies show that adding low-rank components to
random matrices improves performance in discrimination
tasks [20] and that specific phase-space patterns relate to
learned tasks [57]. Our findings could lead to further im-
provements and link connectivity to phase-space dynam-
ical motifs. This may illuminate cortical functionality
and inspire advances in artificial learning models.

I. SUPPLEMENTARY MATERIALS

A. Matrix generation

To generate α-order cyclic correlations, we start with
an N ×N random matrix, where the entries are iid with
∼ N (0, g2/N). Next, we methodically change the sign of
the corresponding entries such that the sum of all cycles
of length α that end up in that specific entry would be
positive with a probability P . This probability will de-
termine the strength of the correlations ρ, see Fig. S1.
We do the same for negative correlations but demand
that the sum be negative. The step-by-step algorithm is
shown in algorithm 1. Note that wl,1:k is a 1× k vector,
and ⊙ is the element-wise product.

B. Numerical details of phase diagram

The probability of observing chaotic, oscillatory, or
fixed point behavior was computed by averaging over
300 different network realizations with N = 1600. The
condition for a fixed-point solution is that the derivative
of the trajectories is less than 10−4 in the final 20% of

Algorithm 1: Generating high-order cyclic
correlations

input : N ×N random matrix with
wij ∼ N (0, g2/N)

output: N ×N matrix with TrWα/N = ρ > 0

1 Initialize an N ×N random matrix, where the
entries are iid with wij ∼ N (0, g2/N);

2 for n = α− 1 : N do
3 w̃ = (wn+1,1:nw

α−2
1:n,1:n)⊙ wn+1,1:n;

4 for c = 1 : n do
5 if w̃c,n+1 < 0 then
6 wc,n+1 → −wc,n+1 by a probability P ;
7 end
8 end
9 end

FIG. S1: Numerical value of ρ as a function of the
probability P , averaged over 30 realizations.

the total runtime of the dynamics. Otherwise, we esti-
mate the Lyapunov exponents with a cutoff of 0.01 to
separate chaotic from oscillatory solutions. Colors were
shaded based on their corresponding probabilities with
red, green, and blue, for chaos, oscillations, and fixed
points respectively.
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